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Abstract – Nowadays, aircrafts have become a necessity because 

they easy life. They are efficient in carrying goods and 

passengers around the world. It also supplies emergencies in 

warfare and takes a vital role in carrying medical necessities. 

Hence, advent of airplanes is considered important. Delays in 

aircrafts can affect thousands of people across the globe either 

directly or indirectly. There are a lot of reasons of delays in 

aircrafts such as critical weather, security issues, traffic and 

many more. There are several methods proposed to predict the 

flight delays but due to various complexities of the ATFM and 

the huge datasets involved, it has become very difficult to find an 

accurate solution for this complication. Many algorithms have 

been implemented to forecast flight delays. We are using Python 

in Visual Studio Code. We implement Binary Classification to 

prepare a model that can predict the delays. 

Index Terms – Binary Classification, Visual Studio Code, 

Regularities, Python, Transportation, Complexities, Air Traffic 

Flow Management. 

1. INTRODUCTION 

In the present scenario, there are approximate 2,500 thousand 

people who travel frequently. Air transportation is considered 

as the best transportation due to its affordable prices, lesser 

travelling time, safer than other transports, in-flight 

entertainment, etc. A delay not only affects the passengers 

travelling but also affects the medical patients as well as the 

business organizations, transporting their goods. Whenever a 

connecting flight delays ,it not only affects its current 

destination ,but affects the next successive destinations as 

well. Machine Learning is an AI application, which can 

improve and learn from its previous experiences. Many 

machine learning methods have been suggested to anticipate 

flight delays. This paper aims at developing a Binary 

Classifier model to forecast delays in airlines accurately. A 

binary classifier classifies the elements into two groups as 

true or false. We predict whether a flight will be delayed or 

not. The datasets have been stored as csv files. One of the 

Excel files contains information of all the flights of year 2015. 

The datasets contains more than 5,800,000 flight details. 

Another csv file contains the description of all the airports. To 

reduce the time and memory complexity, we are taking into 

account a portion of the dataset, thereby keeping flights 

details of January 2015. In the first step, we are cleansing the 

data sets i.e. cleaning dates and time and removing the 

unnecessary data. We are basically comparing airlines by the 

statistical description of other airlines and making a delay 

distribution by establishing the ranking of airlines. We are 

implementing the algorithm on Visual Studio Code in python. 

We are fetching the required data and refining the dataset by 

removing the unnecessary data. This modified data set is 

converted into sparse matrix. We are using Grid search on 

Random Forest model to get the ROC Curve .The results is 

stored into two groups , 0 when it indicates the flight is on 

time  and 1 when the flight gets delayed. In our paper, we 

have used various histograms to compare various airlines with  

respect to  days and week and  to know which of these airlines 

serves best in terms of less delays. Our paper, thus by 

concluding the flight delays gives various options to the 

passengers before they travel through these airlines.  

2. RELATED WORK 

Fei Rong[1] designed a factor model of irregular flights by 

series analysis of factual data, which is united with Bayesian 

Network (BN) and Gaussian mixture model -expectation 

maximum algorithm (GMM-EM) algorithm. They tested the 

data set provided by Air Traffic Management Bureau. He 

succeeded in predicting the downstream delay with good 

accuracy, when the delay happened in upstream. 

Young Jin Kim[2] used Deep Recurrent Neural Network to 

discuss architectures of RNN and LSTM network. Also, he 

showed the benefits of stacking these networks and the ways 

to make an architecture deeper using RNN. According to him, 

deep architecture has improved the accuracy of the airport 

delay prediction models. He showed how a single day delay 

status can be acquired by applying the deep LSTM RNN 

architecture. 

Kai-Quan Cai[3] investigated a multi-objective air traffic 

network flow optimization (MATNFO) problem .They 

developed RTA which is a systematic approach to search the 

optimal flight routes and departure arrival time. This 

algorithm searches flight routes and time-slots sequentially 

and efficiently, and thus avoids high computational overhead. 

RTA has high computational efficiency which can satisfy the 

requirement of ATFM. Their results showed that RTA 

outperforms related work for the MATNFO problem. They 
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improved various formulation for the air flow traffic 

management. 

Balasubramanian Thiagarajan[4] made a model consisting of 

two phases - (i) departure delay prediction and (ii) arrival 

delay prediction to efficiently predict the departure and arrival 

delays of flights using flight schedule and weather features. 

At first the model implements binary classification to forecast 

the occurrence of delays and then performs regression to get 

the value of the delay in minutes. He concluded that Gradient 

Boosting Classifier executed the best in classification stage 

and Extra-Trees Regressor executed the best in regression 

stage. Also, the departure delay prediction had comparatively 

higher error rates. Henceforth, they developed a decision 

support tool (DST) which can serve the dual purpose of 

helping users in arriving on time for their flights / helping 

airlines accurately predict when their flights would arrive at 

the gate. 

Hugo Alonso[5] developed a so called unimodal model, to 

predict the time delays. He implemented the unimodal model 

with neural networks and implemented binomial model using 

trees, for comparison purposes. He realized that arrival delay 

and ground operation time are the most significant variables 

for departure delay prediction. 

Suvojit Manna[6] used the Gradient Boosting model for 

predicting the delay in a flight. This model has achieved the 

highest Coefficient of Determination of 92.3185% for the 

given data in case of arrival and 94.8523% in case of 

departure. It can be used to predict the delay in flights in 

various airports of United States of America accurately. Also, 

this model could be used by people and airline agencies to 

predict delay in flight accurately. They limited their model 

with dataset of 70 airports, so it can predict the delays for 

those airports itself. 

Varsha Venkatesh[7] used Neural Network and Deep belief 

Network for predicting the delay in flights. She used one 

hidden layer having 3 neurons and got the prediction accuracy 

of 92% with Neural Network and an accuracy of 77% for 

Deep belief Network with 4 neurons each in two hidden 

layers. 

3. PORPOSED MODELLING  

A. Dataset 

The U.S. Department of Transportation’s Bureau of 

Transportation Statistics (BTS) holds the record of all the 

domestic flights and their on-time, cancelled, delayed and 

diverted flight performances. The dataset has been collected 

from their Air Travel Report and contains 2015 flight 

summary. The dataset includes three csv files: 

Flights.csv - It contains 31 columns describing each flight’s 

day, month, year, flight number, airline, scheduled arrival, 

origin airport, destination airport, scheduled departure, 

departure time, taxi out, taxi in, scheduled time, departure 

delay, elapsed time, weather delay, distance, wheels off, tail 

number, arrival time, arrival delay, diverted, cancelled, 

cancellation reason, air system delay, security delay, airline 

delay, late aircraft delay, air time. 

Airlines.csv - It contains 2 columns of airlines names and their 

codes. 

 

Fig. 1: Dataset for the airlines.csv file 

Airports.csv - It has 7 columns containing airport’s code and 

name, city, state, country, latitude and longitude. It contains 

323 airport’s details with their codes. 

 

Fig. 2: Dataset for airports.csv file 

B. Cleaning 

Each row in flights.csv describes a flight and we have more 

than 5,800,000 flights in the year 2015. The main aspects 

covered using python are:  
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 Visualization: matplotlib, seaborn 

  Data manipulation: pandas, numpy  

 Modeling: sklearn, scipy 

The number of flights that were not late or cancelled was 

much higher than those which were late. Hence, we remove 

the ones that were not late. Flights from January 2015 were 

only taken to reduce the size of the dataset. Since days of a 

year would give us 365 columns, we load it to calculate the 

week of the year thereby, giving us 52 columns and the 

’month’ column is removed as it becomes redundant after 

adding the column for week. The dataset has airport codes but 

some of these are listed using 5 digits instead of 3 letter codes. 

These issues were settled later. The departure time has been 

sectioned into 4 sections of 6 hours each starting at midnight. 

Arrival-delay, departure-delay and cancelled flights were 

deleted as they are not required. We also removed data from 

airports which had much lower number of flights to simplify 

the statistics. 

4. RESULTS AND DISCUSSIONS 

Whether a flight is late for more than 60 minutes or cancelled 

is combined as one feature to avoid complexities. 

 

Fig. 3: Plotting week against mean delay 

The calculated mean delay is plotted against day of week, 

week of year, airlines and scheduled departure time. 

 

Fig. 4: Plotting days against mean delay 

The various airlines are compared to find out which one gets 

delayed more so that a passenger can have an option to choose 

a flight which has less chance of getting delayed. 

 

Fig. 5: Plotting mean delay against various airlines 

The categorical features were converted into sparse matrices 

using Label Binarizer which transforms multi-class labels as 

binary labels. Then we divide the dataset into test and training 

set. Random Forest Search is a Supervised algorithm which 

creates many decision trees and finally merges them for more 

accurate predictions. 

 

Fig. 6: Plotting departure time against mean delay 

Grid search was then applied on Random Forest model. Pickle 

was imported and used to save the outcome of our grid search. 

Grid search was performed on both training and test set. The 

true and false predictions (including incorrect predictions) 

were plotted on the dataset and the results obtained are as 

follows: 

 

Fig. 7: Histogram for all true and false predictions 
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The histogram of the results obtained for the training set is as 

follows: 

 

Fig. 8: Histogram for all appropriate and inappropriate 

predictions for the training data 

The histogram of the results acquired for the test set is plotted 

where the blue color shows the correct predictions and the 

purple color shows the false predictions. 

 

Fig. 9: Histogram for all correct and incorrect predictions of 

the test data 

The ROC curve is a visual representation of the capability of 

the binary classifier with a certain threshold value. This curve 

for positive rate against negative rate of the modified dataset 

was plotted with a threshold value. The positive rate is called 

sensitivity and the negative rate is called fall-out. 

 

Fig. 10: ROC curve for test data 

The dataset was modified to consider only a part of the actual 

data. Now we plot the same histogram and ROC curve for the 

whole dataset. The comparison to show the positive 

predictions on full data was done and plotted to acquire a 

histogram as follows: 

 

Fig. 11: Histogram for all positive predictions on the whole 

dataset 

The histogram shows that the number of flights being late is 

very less compared to the number of flights being late or 

cancelled. The ROC curve for the full data was obtained. 

       

Fig. 12: ROC curve acquired for the whole dataset 
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This can inform passengers in advance about the chance of a 

flight being delayed or cancelled compared to other flights. 

The proposed work aims at analyzing delays in flights using 

predictions with score higher than 0.85. The ROC curve 

determines the ability of our Binary Classifier. The obtained 

curve is quite good though these predictions can be really 

difficult. 

 
             Fig. 13: Flowchart of the proposed model                   . 

5. CONCLUSION 

This paper proposes Binary Classification for predicting delay 

in flight take offs. The datasets from the month of January, 

2015 from the Air Travel Report for monthly Consumers of 

the U.S .Department of Transportations BTS has been taken 

and filtered to remove unnecessary data like the flights which 

are not delayed. We have taken datasets of different airlines 

from different airports to check which one gets delayed more 

often. The delay can be due to climate conditions or traffic in 

airspace and airports or any other reason. This gives the 

passengers the freedom of choosing their best airlines to 

travel at the extreme conditions. It also excludes error in 

calculating delays and provides accurate results.  
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